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Talk about **classical solutions** in mltc.

Transform the problem in single-label classification tasks and then combine the results **(BR, Ranking via Single-Label Learning, Label Powerset (LP), Pruned Sets)** or adapts the existing ML methods to handle multi-label data directly.

Recently, MLTC, has seen a lot of progress through the appearance of methods based on embeddings layers for the data representation and sequence to sequence models.

*Word embedding technologies, a set of language modeling and feature learning techniques in natural language processing (NLP), are now used in a wide range of applications.*

This paper deals with multi-label document classification by deep neural networks.

In this paper , a deep neural network is proposed, which based on the transformation of document at a specific embeddings layer that preserve relation between set of features and the set of labels.

The rest of this paper is organized as follows. In Section II, definition of multi-label learning is given and previous works in this subfield are reviewed. In Section III, our method is presented. In Section IV, experiments on real-world multi-label learning datasets are reported. Finally in Section VI, the main contribution of this paper is summarized.